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Abstract. The paper reviews a general theory predicting the general importance of fractional evolution equations. Fractional time evolutions are shown to arise from a microscopic time evolution in a certain long time scaling limit. Fractional time evolutions are generally irreversible. The infinitesimal generators of fractional time evolutions are fractional time derivatives. Evolution equations containing fractional time derivatives are proposed for physical, economical and traffic applications. Regular non-fractional time evolutions emerge as special cases from the results. Also for these regular time evolutions it is found that macroscopic irreversibility arises in the scaling limit.

1 Introduction

An evolution equation for the time evolution of physical and other systems is typically of the form \([1]\)

\[
\frac{d}{dt} f(t) = B f(t)
\]  

\hspace{1cm} (1)

where \(t \in \mathbb{R}\) denotes time and \(B\) is an operator on a Banach space \((B, || \cdot ||)\). Depending on the initial data \(f(0) = f_0\) for the state or observable \(f\) of the system at time \(t = 0\) the problem is to find \(f(t)\) at later times \(t > 0\).

Many examples of (1) arise not only in physics but also in the social or economical sciences (see other articles in this book and also [2]). All evolution equations pertain to phenomena on a characteristic microscopic or macroscopic time scale. If the time scale is changed then the form of an evolution equation will usually also change. Of course this micro-macro transition affects the variables \(f\), or the operator \(B\), or both. Recently, it was found that not only \(f\) and \(B\), but also the generator \(d/dt\) of the time evolution in (1) may change in a transition from microscopic to macroscopic of time scales. Expressed somewhat imprecisely the result states that the infinitesimal generator \(d/dt\) of time evolution may be changed into a fractional derivative \(d^\alpha /dt^\alpha\) of order \(\alpha\) with \(0 < \alpha \leq 1\). My objective in this paper is to discuss the origin of this result.

Derivates of fractional order exhibit algebraic scaling properties with non-integer exponents. Extending classical evolution equations to fractional evolution equations therefore introduces dynamic scaling in a natural way. It provides also a more flexible class of solutions for the comparison with empirical data.

Given the generality and mathematical universality of the appearance of fractional derivatives it is tempting to propose fractional evolution equations also
for economical, social or traffic dynamics. Let me point out that this was done implicitly already in [2] where continuous time random walk (CTRW) models were introduced for modeling stochastic processes in the economical sciences. One of the input functions for a CTRW model is the so called waiting time density $\psi(t)$ that describes the distribution of time intervals between random events (jumps). Random events may correspond to hopping (jumps) of particles in physics, to purchases or business transactions in economical applications, or to delays due to a traffic jam in a traffic model. Exploiting the relationship between continuous time random walks and generalized master equations it was shown in [3] that CTRW-models to a fractional master equation whenever $\psi(t)$ is a generalized Mittag-Leffler function. Many applications of fractional derivatives in the economical sciences are therefore obtained simply by combining the results from [2] and [3].

A concrete example from the economical sciences is the model for the probability distribution $f(z,t)$ of cumulative sales $z$ after time $t$ introduced in [2, p. 138]. Combined with the results from [3,4] the model from [2] is equivalent to a fractional diffusion equation of the form

$$D_t^\alpha f(z,t) = B \frac{\partial^2}{\partial z^2} f(z,t)$$

(2)

where $D_t^\alpha$ denotes a suitably defined fractional derivative operator of order $\alpha$ and $B$ is a constant. A precise formulation of such a fractional diffusion equation and its exact solution are given in [6]. Exact solutions for a whole class of fractional derivative operators are also given in [7]. Fractional equations could also be postulated for traffic flow. An example would be the fractional differential equation

$$D_t^\alpha f(z,t) = A \frac{\partial}{\partial z} f(z,t) + B \frac{\partial^2}{\partial z^2} f(z,t)$$

(3)

where now $f(z,t)$ denotes the probability distribution for the number $z$ of cars in a traffic jam at time $t$, and where $A, B$ are phenomenological parameters. For $\alpha = 1$ this equation reduces to an equation proposed in [8]. Another example would be a fractional Lighthill-Whitham model defined by the equations [9]

$$\frac{\partial}{\partial t} f_1(z,t) = - \frac{\partial (f_1 f_2)}{\partial z}$$

(4a)

$$D_t^\alpha f_2(z,t) = A - B f_2$$

(4b)

where $A$ and $B$ are phenomenological parameters. Here $f_1(z,t)$ is a macroscopic density of vehicles at position $z$ at time $t$, and $f_2(z,t)$ is their average velocity. An exact solution for the fractional relaxation equation (4b) is given in [7].

My purpose in this article is not to discuss specific applications of fractional calculus (see [5] for other examples), but rather to investigate the reasons for

---

1 Not all definitions of fractional derivatives are suitable. For information about "suitable" definitions of fractional derivatives see [5].
the importance of fractional time derivatives from a more fundamental point of view. The results presented here provide a general justification for the usage of fractional time derivatives in model equations pertaining to macroscopic time scales [7]. Fractional time derivatives appear universally because they arise as attractive fixed points in a scaling limit. This is similar to the thermodynamic limit in the theory of phase transitions, and to the concept of universality in that context. The appropriate scaling limit is introduced as a long time limit describing a change between microscopic and macroscopic time scales. The results also contain a mathematical mechanism for the emergence of macroscopic irreversibility from microscopic reversibility that does not depend on traditional [10,11] phase space arguments.

2 Semi-groups and Long Time Limit

Consider a general time evolution $T(t)$ in physics, economics, or other sciences. An example of what is meant by $T(t)$ is given by the left hand side of (1). In that case it is identified as a simple translation, defined as

$$\mathcal{T}(t)f(s) = f(s - t), \quad (5)$$

because the infinitesimal generator $-d/dt$ of $\mathcal{T}(t)$ appears on the left hand side of eq. (1). The subsequent considerations concern the possible operators that may appear on the left hand side of an evolution equation.

A time evolution may be characterized generally as a pair $\{T_\tau(t) : 0 \leq t < \infty\}, (B_\tau, \| \cdot \|))$. Here $T_\tau(t) = T(t\tau)$ is a semi-group of operators $\{T(t) : 0 \leq t < \infty\}$ mapping a Banach space $(B_\tau(\mathbb{R}), \| \cdot \|)$ of functions $f_\tau(s) = f(s\tau)$ on $\mathbb{R}$ to itself. The elements of the Banach space represent the observables or states of the system. The argument $t \geq 0$ of $T_\tau(t)$ represents a time duration, the argument $s \in \mathbb{R}$ of $f_\tau(s)$ a time instant. The index $\tau > 0$ indicates the units (or scale) of time. Below, $\tau$ will again be frequently suppressed to simplify the notation. The elements $f_\tau(s) = f(s\tau) \in B_\tau$ represent observables or the state of a physical system as function of the time coordinate $s \in \mathbb{R}$. The semi-group conditions require

$$T_\tau(t_1)T_\tau(t_2)f_\tau(t_0) = T_\tau(t_1 + t_2)f_\tau(t_0) \quad (6a)$$

$$T_\tau(0)f_\tau(t_0) = f_\tau(t_0) \quad (6b)$$

for $t_1, t_2 > 0$, $t_0 \in \mathbb{R}$ and $f_\tau \in B_\tau$. The first condition defining the composition law of the semi-group may be viewed as representing the unlimited divisibility of time. The second condition is the unit element of the semi-group.

Reproducibility of experiments requires homogeneity with respect to time translations. The postulate of homogeneity assumes that $T(t)$ commutes with translations, i.e.

$$\mathcal{T}(t_1)T(t_2)f(t_0) = T(t_2)\mathcal{T}(t_1)f(t_0) \quad (7)$$
for all $t_2 > 0$ and $t_0, t_1 \in \mathbb{R}$. This postulate allows to shift the origin of time and it reflects the basic symmetry of time translation invariance for scientific laws.

A time evolution $T(t)$ should also be causal in the sense that the function $g(t_0) = (T(t)f)(t_0)$ should depend only on values of $f(s)$ for $s < t_0$.

Finally, the time evolution $T(t)$ is assumed to be strongly continuous in $t$ by demanding

$$
\lim_{t \to 0} ||T(t)f - f|| = 0
$$

for all $f \in B$. It is also assumed to preserve boundedness in the sense that for all $t$ and for $f \in L^p(\mathbb{R})$ the assumption $0 \leq f \leq 1$ almost everywhere implies $0 \leq T(t)f \leq 1$ almost everywhere. For simplicity it will also be assumed that the operators $T(t)$ are linear. For the general case see [7].

Let $L^p(\mathbb{R}^n)$ denote the Lebesgue spaces of $p$-th power integrable functions, and let $\mathcal{S}$ denote the Schwartz space of test functions for tempered distributions [12]. It is well known that all bounded linear operators on $L^p(\mathbb{R}^n)$ commuting with translations (i.e. fulfilling (7)) are of convolution type [12]. More precisely, suppose the operator $T : L^p(\mathbb{R}^n) \to L^q(\mathbb{R}^n), 1 \leq p, q, \leq \infty$ is linear, bounded and commutes with translations. Then there exists a unique tempered distribution $\mu$ such that $Tf = \mu \ast f$ for all $f \in \mathcal{S}$. For $p = q = 1$ the tempered distributions in this theorem are finite Borel measures. If the measure is bounded and positive this means that the operator $T$ can be viewed as a weighted averaging operator. In the following the case $n = 1$ will be of interest. A positive bounded measure $\mu$ on $\mathbb{R}$ is uniquely determined by its distribution function $\tilde{\mu} : \mathbb{R} \to [0, 1]$ defined by

$$
\tilde{\mu}(x) = \frac{\mu([-\infty, x])}{\mu(\mathbb{R})}.
$$

The tilde will again be omitted to simplify the notation.

Now, let $T(t)$ be a strongly continuous time evolution as defined above fulfilling the conditions of homogeneity and causality, and being such that $f \in L^p(\mathbb{R})$ and $0 \leq f \leq 1$ almost everywhere implies $0 \leq Tf \leq 1$ almost everywhere. Then $T(t)$ corresponds uniquely to a convolution semi-group of measures $\mu_t$ through the formula

$$
T(t)f(s) = (\mu_t \ast f)(s) = \int_{-\infty}^{\infty} f(s - s')d\mu_t(s')
$$

with supp $\mu_t \subset \mathbb{R}_+$ for all $t \geq 0$. Here a convolution semi-group of measures on $\mathbb{R}$ is a family $\{\mu_t : t > 0\}$ of positive bounded measures on $\mathbb{R}$ with the properties that

$$
\mu_t(\mathbb{R}) \leq 1 \quad \text{for} \quad t > 0, \quad (11a)
$$

$$
\mu_{t+s} = \mu_t \ast \mu_s \quad \text{for} \quad t, s > 0, \quad (11b)
$$

$$
\delta = \lim_{t \to 0} \mu_t \quad (11c)
$$
where $\delta$ is the Dirac measure at 0 and the limit is the weak limit.

The problem of interest is to take a scaling limit of $T(t)f(s)$ in which both $t \to \infty$ and $s \to \infty$ simultaneously. $\text{ }^2$ This is conveniently done by discretizing $T(t)$ using $t \in \mathbb{N}$. Then reintroducing the time scale $\tau$ one has $T_\tau(n) = T(n\tau) = T(\tau)^n = T(1)^n$. Suppressing again the time scale $\tau$ the scaling limit of interest may be defined through iteration of $T(1) = T$ as

$$\lim_{n,s \to \infty} \text{(T}^n f)(s)$$

whenever it exists. Here $\sigma_n$ denotes a sequence of rescaling factors such that $\lim_{n \to \infty} \sigma_n = \infty$. The scaling limit is called causal if $\sup \mu \subset \mathbb{R}_+$ where $\mu = \mu_1$ is the measure corresponding to $T = T(1)$ by virtue of (10).

3 Result

If a causal (ultra-)long time limit, as defined in (12), exists and is non-degenerate then the sequence $\sigma_n$ of rescaling factors must have the form

$$\sigma_n = n^{1/\alpha} \Lambda(n)$$

where $0 < \alpha \leq 1$ and $\Lambda(n)$ fulfills $\lim_{n \to \infty} \Lambda(bn)/\Lambda(n) = 1$ for all $b > 0$. Such a function $\Lambda(n)$ is called slowly varying [14,15]. The universal exponent $\alpha$ and the slowly varying function $\Lambda(n)$ are determined by the asymptotic behavior of the measure $\mu_1$ corresponding to $T = T(1)$ by (10), i.e. they are determined by the microscopic evolution.

The basic result was obtained in [6,13,16–19]. Define the Fourier transform of a function $f$ as usual through

$$\tilde{f}(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} f(t) \, dt.$$  

Let $f(s)$ be such that the limit $\lim_{\alpha \to 0} a \tilde{f}(a\omega) = \tilde{f}(\omega)$ defines the Fourier transform of a function $\tilde{f}(s)$. Then the (ultra-)long time scaling limit exists if and only if it is of the form

$$\lim_{n,s \to \infty} (T^n f)(s) = \int_0^\infty \tilde{f}(\tilde{s} - y) h_\alpha \left( \frac{y}{t} \right) \frac{dy}{t} = \int_0^\infty \tilde{T}_y \tilde{f}(\tilde{s}) h_\alpha \left( \frac{y}{t} \right) \frac{dy}{t} = \tilde{T}_\alpha(\tilde{t}) \tilde{f}(\tilde{s})$$

$^2$ This scaling limit was called "ultra-long time limit" in [13] because it goes over to time evolutions on time scales longer than infinite.
where $\bar{t} \geq 0$ and $0 < \alpha \leq 1$ are constants, the functions $h_\alpha(x)$ are given by

$$h_\alpha(x) = \frac{1}{\alpha x} H_{11}^{10} \left( \frac{1}{x} \begin{array}{c} (0,1) \\ (0,1/\alpha) \end{array} \right),$$

and $\bar{T}_\alpha f(\bar{s}) = \bar{f} (\bar{s} - \bar{t})$ denotes the translation semi-group in the rescaled variables $\bar{t}$ and $\bar{s}$. The definition of the $H$-function $H_{p,q}^{m,n}(x)$ in (16) is given in the Appendix. The constant $\alpha$ is determined by the measure $\mu_1$ corresponding to $T$, and agrees with that appearing in (13) for the normalizing constants.

The constant $\bar{t}$ is nonnegative. This result receives its significance from the fact that the operator $\bar{T}_\alpha(\bar{t}) \bar{f}(\bar{s})$ defined by (15) is again a semi-group in the variable $\bar{t}$. Therefore $\bar{T}_\alpha(\bar{t})$ may be identified as the macroscopic time evolution arising in the long time scaling limit from the microscopic time evolution defined by $T$. The result $\bar{t} \geq 0$ then states that a macroscopic time evolution is always a semi-group never a group. The result remains valid also if $T$ is invertible, i.e. if the microscopic time evolution is reversible. This finding seems related to the questions surrounding the origin of macroscopic irreversibility versus microscopic reversibility that have received renewed attention [10,11].

4 Infinitesimal Generators

The fundamental importance of the semi-groups $\bar{T}_\alpha(\bar{t})$ for time evolutions in physics and other sciences as universal attractors for macroscopic time evolutions seems to have been noticed for the first time in [6,7,13,16-19]. This is surprising because their mathematical importance has long been recognized [14,20-22]. In particular the infinitesimal generators are known to be fractional derivatives [23,24,21,14]. The infinitesimal generators are defined as

$$A_\alpha \bar{f}(\bar{s}) = \lim_{\bar{t} \to 0} \frac{\bar{T}_\alpha(\bar{t}) \bar{f}(\bar{s}) - \bar{f}(\bar{s})}{\bar{t}}.$$  

Formally $A_\alpha$ may be calculated by Laplace transformation in (15).

To obtain the Laplace transformation of $h_\alpha$ note first that

$$h_\alpha(x) = \frac{1}{\alpha} H_{11}^{10} \left( x \begin{array}{c} (1 - 1/\alpha, 1/\alpha) \\ (0, 1) \end{array} \right)$$

by virtue of relations (39) and (37) given in the Appendix. Using the Laplace transform of a general $H$-function from (40), the order reduction formula (35) and the reciprocal relation (37) one finds

$$h_\alpha(u) = \int_0^\infty e^{-ux} h_\alpha(x) \, dx$$

$$= \frac{1}{\alpha} H_{01}^{10} \left( x \begin{array}{c} (\cdot, \cdot) \\ (0, 1/\alpha) \end{array} \right)$$

$$= e^{-u^\alpha}$$

(19)
where the last equality follows from the Mellin transform

$$\int_0^\infty x^{s-1} H_{01}^{10} \left( x \left| \begin{array}{c} (-,-) \\ (0,B_1) \end{array} \right. \right) \, dx = \Gamma(B_1 s)$$

(20)

from the definition (23). With (19), (15), (17) and the convolution theorem one finds by Laplace inversion

$$A_\alpha \bar{f}(\bar{s}) = \lim_{t \to 0} \frac{1}{2\pi i} \int_{\eta-i\infty}^{\eta+i\infty} e^{\bar{s}u} \left( \frac{e^{-\bar{t}u^\alpha} - 1}{\bar{t}} \right) \bar{f}(u) \, du$$

$$= \frac{1}{2\pi i} \int_{\eta-i\infty}^{\eta+i\infty} e^{\bar{s}u} \lim_{t \to 0} \left( \frac{e^{-\bar{t}u^\alpha} - 1}{\bar{t}} \right) \bar{f}(u) \, du$$

$$= -\frac{1}{2\pi i} \int_{\eta-i\infty}^{\eta+i\infty} e^{\bar{s}u} \bar{u}^\alpha \bar{f}(u) \, du.$$  

(21)

This formal result can be made rigorous [25]. The infinitesimal generator $A_\alpha$ of the macroscopic time evolutions $\bar{T}_\alpha(t)$ is therefore related to the infinitesimal generator $A = -d/d\bar{t}$ of $\bar{T}_\bar{t}$ through

$$A_\alpha \bar{f}(\bar{s}) = -(-A)^\alpha \bar{f}(\bar{s}) = -\frac{1}{\Gamma(-\alpha)} \int_0^\infty \frac{\bar{f}(\bar{s} - y) - \bar{f}(\bar{s})}{y^{\alpha+1}} \, dy$$

$$= -\frac{1}{\Gamma(-\alpha)} \int_0^\infty y^{-\alpha-1} (\bar{f}_y - 1) \bar{f}(\bar{s}) \, dy$$

$$= -D^\alpha \bar{f}(\bar{s})$$  

(22)

showing that $A_\alpha$ is the fractional power of the derivative $d/d\bar{t}$. The last equality defines the fractional derivative of order $\alpha$, denoted as $D^\alpha$, through the Marchaud-Hadamard-Balakrishnan algorithm [23,25].

5 Conclusion

The preceding results demonstrate that fractional time derivatives may arise from a suitable scaling limit as the infinitesimal generators of time evolutions on macroscopic time scales. The order $\alpha$ of the derivative is restricted to the unit interval, and its value is determined by the microscopic time evolution. Physically, the order $\alpha$ is a quantitative measure for the decay of the temporal correlations or history dependence in the microscopic time evolution. For the most frequent case $\alpha = 1$ the results show that macroscopic irreversibility of regular evolution equations such as (1) may be viewed as a general consequence of a long time scaling limit.
Appendix: Definition and Properties of H-Functions

The $H$-function of order $(m, n, p, q) \in \mathbb{N}^4$ and parameters $A_i \in \mathbb{R}_+ (i = 1, \ldots, p)$, $B_i \in \mathbb{R}_+ (i = 1, \ldots, q)$, $a_i \in \mathbb{C} (i = 1, \ldots, p)$, and $b_i \in \mathbb{C} (i = 1, \ldots, q)$ is defined for $z \in \mathbb{C}, z \neq 0$ by the contour integral [26–30]

$$H_{p,q}^{m,n}(z \left| (a_1, A_1), \ldots, (a_p, A_p) \right. \left| (b_1, B_1), \ldots, (b_q, B_q) \right. ) = \frac{1}{2\pi i} \int_{\mathcal{L}} \eta(s) z^{-s} \, ds \tag{23}$$

where the integrand is

$$\eta(s) = \frac{\prod_{i=1}^{m} \Gamma(b_i + B_is) \prod_{i=1}^{n} \Gamma(1 - a_i - A_is)}{\prod_{i=n+1}^{p} \Gamma(a_i + A_is) \prod_{i=m+1}^{q} \Gamma(1 - b_i - B_is)} \tag{24}$$

In (23) $z^{-s} = \exp\{-s \log |z| - i \arg z\}$ and $\arg z$ is not necessarily the principal value. The integers $m, n, p, q$ must satisfy

$$0 \leq m \leq q, \quad 0 \leq n \leq p \tag{25}$$

and empty products are interpreted as being unity. The parameters are restricted by the condition

$$\mathbb{P}_a \cap \mathbb{P}_b = \emptyset \tag{26}$$

where

$$\mathbb{P}_a = \{\text{poles of } \Gamma(1 - a_i - A_is)\} = \left\{\frac{1 - a_i + k}{A_i} \in \mathbb{C} : i = 1, \ldots, n; k \in \mathbb{N}_0\right\}$$

$$\mathbb{P}_b = \{\text{poles of } \Gamma(b_i + B_is)\} = \left\{\frac{-b_i - k}{B_i} \in \mathbb{C} : i = 1, \ldots, m; k \in \mathbb{N}_0\right\} \tag{27}$$

are the poles of the numerator in (24). The integral converges if one of the following conditions holds [30]

$$\mathcal{L} = \mathcal{L}(c - i\infty, c + i\infty; \mathbb{P}_a, \mathbb{P}_b); \quad |\arg z| < C\pi/2; \quad C > 0 \tag{28a}$$

$$\mathcal{L} = \mathcal{L}(c - i\infty, c + i\infty; \mathbb{P}_a, \mathbb{P}_b); \quad |\arg z| = C\pi/2; \quad C \geq 0; \quad cD < -\text{Re } F \tag{28b}$$

$$\mathcal{L} = \mathcal{L}(-\infty + i\gamma_1, -\infty + i\gamma_2; \mathbb{P}_a, \mathbb{P}_b); \quad D > 0; \quad 0 < |z| < \infty \tag{29a}$$

$$\mathcal{L} = \mathcal{L}(-\infty + i\gamma_1, -\infty + i\gamma_2; \mathbb{P}_a, \mathbb{P}_b); \quad D = 0; \quad 0 < |z| < E^{-1} \tag{29b}$$

$$\mathcal{L} = \mathcal{L}(-\infty + i\gamma_1, -\infty + i\gamma_2; \mathbb{P}_a, \mathbb{P}_b); \quad D = 0; \quad |z| = E^{-1}; C \geq 0; \text{Re } F < 0 \tag{29c}$$
\[ \mathcal{L} = \mathcal{L}(\infty + i\gamma_1, \infty + i\gamma_2; \mathbb{P}_a, \mathbb{P}_b); \quad D < 0; \quad 0 < |z| < \infty \] (30a)

\[ \mathcal{L} = \mathcal{L}(\infty + i\gamma_1, \infty + i\gamma_2; \mathbb{P}_a, \mathbb{P}_b); \quad D = 0; \quad |z| > E^{-1} \] (30b)

\[ \mathcal{L} = \mathcal{L}(\infty + i\gamma_1, \infty + i\gamma_2; \mathbb{P}_a, \mathbb{P}_b); \quad D = 0; \quad |z| = E^{-1}; C \geq 0; \text{Re } F < 0 \] (30c)

where \( \gamma_1 < \gamma_2 \). Here \( \mathcal{L}(z_1, z_2; \mathbb{G}_1, \mathbb{G}_2) \) denotes a contour in the complex plane starting at \( z_1 \) and ending at \( z_2 \) and separating the points in \( \mathbb{G}_1 \) from those in \( \mathbb{G}_2 \), and the notation

\[ C = \sum_{i=1}^{n} A_i - \sum_{i=n+1}^{p} A_i + \sum_{i=1}^{m} B_i - \sum_{i=m+1}^{q} B_i \] (31)

\[ D = \sum_{i=1}^{q} B_i - \sum_{i=1}^{p} A_i \] (32)

\[ E = \prod_{i=1}^{p} A_i A_i B_i \prod_{i=1}^{q} B_i B_i \] (33)

\[ F = \sum_{i=1}^{q} b_i - \sum_{i=1}^{p} a_j + (p-q)/2 + 1 \] (34)

was employed. The \( H \)-functions are analytic for \( z \neq 0 \) and multi-valued (single valued on the Riemann surface of \( \log z \)).

The following properties of a general \( H \)-function are used in the text. First, the order reduction formula

\[ H_{m,n}^{m,n} \left( \begin{array}{c|c} (a_1, A_1), (a_2, A_2), \ldots, (a_p, A_p) \\ \hline (b_1, B_1), (b_2, B_2), \ldots, (b_q, B_q) \end{array} \right) = H_{m,n-1}^{m,n-1} \left( \begin{array}{c|c} (a_2, A_2), \ldots, (a_p, A_p) \\ \hline (b_1, B_1), \ldots, (b_q, B_q) \end{array} \right) \] (35)

holds for \( n \geq 1 \) and \( q > m \), and similarly

\[ H_{m,n}^{m,n} \left( \begin{array}{c|c} (a_1, A_1), (a_2, A_2), \ldots, (a_{p-1}, A_{p-1}) (b_1, B_1) \\ \hline (b_1, B_1), (b_2, B_2), \ldots, (b_q, B_q) \end{array} \right) = H_{m-1,n}^{m-1,n} \left( \begin{array}{c|c} (a_1, A_1), \ldots, (a_{p-1}, A_{p-1}) \\ \hline (b_2, B_2), \ldots, (b_q, B_q) \end{array} \right) \] (36)

for \( m \geq 1 \) and \( p > n \). A change of variables in (23) shows

\[ H_{m,n}^{m,n} \left( \begin{array}{c|c} (a_1, A_1), \ldots, (a_p, A_p) \\ \hline (b_1, B_1), \ldots, (b_q, B_q) \end{array} \right) = H_{m,n}^{m} \left( \frac{1}{z} \begin{array}{c} (1 - b_1, B_1), \ldots, (1 - b_q, B_q) \\ \hline (1 - a_1, A_1), \ldots, (1 - a_p, A_p) \end{array} \right) \] (37)
which allows to transform an $H$-function with $D > 0$ and $\arg z$ to one with $D < 0$ and $\arg(1/z)$. For $\gamma > 0$

$$\frac{1}{\gamma} H_{p,q}^{m,n}(z) \begin{pmatrix} \gamma A_1 \end{pmatrix}, \ldots, \begin{pmatrix} \gamma A_p \end{pmatrix}
\begin{pmatrix} \gamma B_1 \end{pmatrix}, \ldots, \begin{pmatrix} \gamma B_q \end{pmatrix}
\begin{pmatrix} \gamma A_1 \end{pmatrix}, \ldots, \begin{pmatrix} \gamma A_p \end{pmatrix}
\begin{pmatrix} \gamma B_1 \end{pmatrix}, \ldots, \begin{pmatrix} \gamma B_q \end{pmatrix}$$

\begin{align*}
= H_{p,q}^{m,n}(z) \begin{pmatrix} a_1, A_1 \end{pmatrix}, \ldots, \begin{pmatrix} a_p, A_p \end{pmatrix}
\begin{pmatrix} b_1, B_1 \end{pmatrix}, \ldots, \begin{pmatrix} b_q, B_q \end{pmatrix}
\begin{pmatrix} a_1 + \gamma A_1, A_1 \end{pmatrix}, \ldots, \begin{pmatrix} a_p + \gamma A_p, A_p \end{pmatrix}
\begin{pmatrix} b_1 + \gamma B_1, B_1 \end{pmatrix}, \ldots, \begin{pmatrix} b_q + \gamma B_q, B_q \end{pmatrix}
\end{align*}

while for $\gamma \in \mathbb{R}$

\begin{align*}
= H_{p,q}^{m,n}(z) \begin{pmatrix} a_1 + \gamma A_1, A_1 \end{pmatrix}, \ldots, \begin{pmatrix} a_p + \gamma A_p, A_p \end{pmatrix}
\begin{pmatrix} b_1 + \gamma B_1, B_1 \end{pmatrix}, \ldots, \begin{pmatrix} b_q + \gamma B_q, B_q \end{pmatrix}
\end{align*}

holds. Finally, the Laplace transform of an $H$-function is

$$\mathcal{L}\{H_{p,q}^{m,n}(z)\}(u) = \int_0^\infty e^{-ux} H_{p,q}^{m,n} \begin{pmatrix} x \end{pmatrix} \begin{pmatrix} a_1, A_1 \end{pmatrix}, \ldots, \begin{pmatrix} a_p, A_p \end{pmatrix}
\begin{pmatrix} b_1, B_1 \end{pmatrix}, \ldots, \begin{pmatrix} b_q, B_q \end{pmatrix} dx$$

\begin{align*}
= H_{q,p+1}^{n+1,m} \begin{pmatrix} u \end{pmatrix} \begin{pmatrix} 1 - b_1 - B_1, B_1 \end{pmatrix}, \ldots, \begin{pmatrix} 1 - b_q - B_q, B_q \end{pmatrix}
\begin{pmatrix} 0, 1 \end{pmatrix} \begin{pmatrix} 1 - a_1 - A_1, A_1 \end{pmatrix}, \ldots, \begin{pmatrix} 1 - a_p - A_p, A_p \end{pmatrix}
\end{align*}

\begin{align*}
= \frac{1}{u} H_{p+1,q}^{m,n+1} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} 0, 1 \end{pmatrix} \begin{pmatrix} a_1, A_1 \end{pmatrix}, \ldots, \begin{pmatrix} a_p, A_p \end{pmatrix}
\begin{pmatrix} b_1, B_1 \end{pmatrix}, \ldots, \begin{pmatrix} b_q, B_q \end{pmatrix}
\end{align*}

for $\Re s > 0$, $C > 0$, $|\arg z| < \frac{1}{2} C \pi$ and $\min_{1 \leq j \leq m} \Re(b_j/B_j) > -1$.

References

1. In classical mechanics the states are points in phase space, the observables are functions on phase space, and the operator $B$ is specified by a vector field and Poisson brackets. In quantum mechanics (with finitely many degrees of freedom) the states correspond to rays in a Hilbert space, the observables to operators on this space, and the operator $B$ to the Hamiltonian. In field theories the states are normalized positive functionals on an operator algebra of observables, and then $B$ becomes a derivation on the algebra of observables. The equations (1) need not be first order in time. An example is the initial-value problem for the wave equation for $g(t, x)$

$$\frac{\partial^2 g}{\partial t^2} = c^2 \frac{\partial^2 g}{\partial x^2}$$

in one dimension. It can be recast into the form of (1) by introducing a second variable $h$ and defining

$$f = \begin{pmatrix} g \\ h \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} c \frac{\partial}{\partial x}$$


